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Abstract— In cognitive radio systems, cooperative spectrum
sensing is conducted among the cognitive users so as to detect the
primary user accurately. However, when the number of cognitive
users tends to be very large, the bandwidth for reporting their
sensing results to the common receiver will be very huge. In
this paper, we employ a censoring method with quantization
to decrease the average number of sensing bits to the common
receiver. By censoring the collected local observations, only the
users with enough information will send their local one bit
decisions (0 or 1) to the common receiver. The performance of
spectrum sensing is investigated for both perfect and imperfect
reporting channels. Numerical results will show that the average
number of sensing bits decreases greatly at the expense of a little
sensing performance loss.

I. INTRODUCTION

Cognitive radio has been under active consideration in
recent years to deal with the conflict between the steady
spectrum demand of unlicensed users (cognitive users) and the
inefficient spectrum utilization of the licensed users (primary
users) [1]–[3]. Spectrum sensing must be performed before the
cognitive users access the licensed spectrum in order to limit
the interference to the primary user [4]. However, due to the
fading of the channels and the shadowing effects, the sensing
performance for one cognitive user will be degraded. To en-
hance the sensing performance, cooperative spectrum sensing
has been proposed [4], [5], which is usually conducted in two
successive stages: sensing and reporting. In the sensing stage,
every cognitive user performs spectrum sensing independently
using some detection methods and gets an observation. In the
reporting stage, all the local sensing observations are reported
to a common receiver and then a final decision will be made to
indicate the absence (H0) or the presence (H1) of the primary
user.

It has been shown that cooperative spectrum sensing needs
a control channel for each cognitive radio to report its sensing
result and the control channel is usually bandwidth limited
[4]. If every cognitive radio transmits the real value of its
sensing observation, infinite bits are required and this will
result in a large communication bandwidth. Quantization of
local observations has attracted much research interest even
though it introduces additional noise and a signal-to-noise
ratio (SNR) loss at the receiver [6]. A lot of work has been
done on the quantization for the signal detection but most of
them focused on the optimal design of the quantizer [7], [8].

It was shown that two or three bits quantization was most
appropriate without noticeable loss in the performance [9]. It
has been claimed that identical binary quantization, i.e., one bit
quantization, performs asymptotically optimal as the number
of users goes to infinity [10]. However, when the number of
cognitive radios is very large, the total number of sensing
bits transmitted to the common receiver is still very huge.
Recently, censoring sensors have attracted a lot of attentions
in decentralized detection under communication constraints
[11], [12]. In their systems, only the likelihood ratios (LR)
with enough information are allowed to send to the common
receiver via perfect reporting channels. However, in [11], the
quantization of the LR was not considered and only the case
of perfect reporting channel was studied. In [12], although
the quantization and imperfect reporting channels were taken
into consideration, only the special case that the probability
of the presence of the primary user was sufficiently small was
investigated.

In this paper, we consider cooperative spectrum sensing with
1 bit quantization. Every cognitive user will firstly obtain an
observation independently and then determine the reliability
of its information. After censoring their observations, only the
users with reliable information are allowed to report their local
binary decisions (0 or 1) to the common receiver while the
others will not make any decision during the reporting stage.
The performance of spectrum sensing is studied in both perfect
and imperfect reporting channels. Analytical results will show
that the average number of sensing bits decreases greatly with
a little loss of sensing performance.

The rest of the paper is organized as follows. In Section
II, the system model is briefly introduced. In Section III,
the sensing performance is analyzed for both perfect and
imperfect reporting channels. The simulation results are shown
in Section IV. Finally, we draw our conclusions in Section V.

II. SYSTEM MODEL

In cognitive radio systems, cooperative spectrum sensing
has been widely used to detect the primary user with a
high agility and accuracy. Every cognitive user conducts its
individual spectrum sensing using some detection method and
then sends a binary local decision to the common receiver.
Usually, the local decision is made by comparing the obser-
vation with a pre-fixed threshold. For example, the energy
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Fig. 1. (a) Conventional detection method with one threshold for the ith
user. (b) Censoring detection method with bi-thresholds for the ith user.

detection for the ith cognitive user is illustrated in Fig. 1
(a). When the collected energy Oi exceeds the threshold λ,
decision H1 will be made which assumes that the primary user
is present. Otherwise, decision H0 will be made. Compared
to the conventional method, the system model of our interest
is shown in Fig. 1 (b). Two thresholds λ1 and λ2 are used to
measure the reliability of the collected energy. “Decision H0”
and “Decision H1” represent the absence and the presence
of primary user, respectively. “No Decision” means that the
observation is not reliable enough and the ith cognitive user
will send nothing to the common receiver.

Based on the above censoring method, cooperative spectrum
sensing can be performed as follows

1) Every cognitive user i, for i = 1, · · · , N , conducts
spectrum sensing individually and collects the energy
Oi. If the energy Oi is located in the “No Decision”
region, i.e., λ1 < Oi < λ2, then the ith cognitive user
sends nothing. Otherwise, it will report to the common
receiver a local decision Di, which is given by

Di =
{

0, 0 ≤ Oi ≤ λ1,
1, Oi ≥ λ2.

(1)

Note that given an instantaneous SNR γ, Oi follows the
distribution [13]

f(O|γ) ∼
{
χ2

2u, H0,
χ2

2u(2γ), H1,
(2)

where γ is exponentially distributed with the mean
value γ̄, u is the time bandwidth product of the energy
detector, χ2

2u represents a central chi-square distribution
with 2u degrees of freedom and χ2

2u(2γ) represents a
non-central chi-square distribution with 2u degrees of
freedom and a non-centrality parameter 2γ.

2) Assume that the common receiver receives K out of
N local decisions reported from the cognitive users, it
then makes a final decision H according to the fusion

function ψ, as follows

H = ψ(D̂1, D̂2, · · · , D̂K), (3)

where D̂1, D̂2, · · · , D̂K denote the decoded signals of
D1,D2, · · · ,DK after passing through the reporting
channels, respectively.

To further limit the interference to the primary user, the
spectrum is assumed to be available only when all the K
reporting decisions are 0. Thus, OR-rule is used in the common
receiver.

Let K̄ denote the normalized average number of sensing
bits, i.e.,

K̄ =
Kavg

N
, (4)

where Kavg is the average number of sensing bits. Let TK and
T̄(N−K) represent the event that there are K cognitive users
reporting and (N − K) users not reporting to the common
receiver, respectively. Then P{TK} = (1 − P{λ1 < O <
λ2})K and P{T̄(N−K)} = P{λ1 < O < λ2}(N−K), where
P{·} stands for the probability. Further let P0 = P{H0} and
P1 = P{H1}. Then, Kavg can be calculated as

Kavg = P0

N∑
K=1

K

(
N

K

)
P{TK |H0}P{T̄(N−K)|H0} +

P1

N∑
K=1

K

(
N

K

)
P{TK |H1}P{T̄(N−K)|H1}. (5)

Consequently, the normalized average number of sensing bits
is

K̄ = 1 − P0∆0 − P1∆1, (6)

where ∆0 = P{λ1 < O < λ2|H0} and ∆1 = P{λ1 < O <
λ2|H1} represent the probability of “No Decision” for one
cognitive user under hypothesis H0 and H1, respectively.

From (6), it can be seen that, due to the factors ∆0 and ∆1

the normalized average number of sensing bits K̄ is always
smaller than 1. Therefore, in our proposed method, the average
number of sensing bits of the cooperative spectrum sensing is
decreased as opposed to that of the conventional method.

III. SPECTRUM SENSING PERFORMANCE ANALYSIS

In this section, we will analyze the spectrum sensing per-
formance of the proposed method.

Let F (λ) and G(λ) be the cumulative probability function
(CDF) of the collected energy O under hypothesis H0 and H1,
respectively. Then, we have [13]

F (λ) =
∫ λ

0

f(O|H0)dO = 1 − Γ(u, λ
2 )

Γ(u)
, (7)

G(λ) =
∫ λ

0

f(O|H1)dO

= 1 − e−
λ
2

u−2∑
n=0

1
n!

(
λ

2

)n

+
(

1 + γ̄

γ̄

)u−1

×
[
e−

λ
2(1+γ̄) − e−

λ
2

u−2∑
n=0

1
n!

(
λγ̄

2(1 + γ̄)

)n
]
. (8)
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Immediately, ∆0 and ∆1 can be written as ∆0 = F (λ2) −
F (λ1) and ∆1 = G(λ2) −G(λ1).

If no any local decision is reported to the common receiver,
i.e., K = 0, we call it fail sensing. In this case, the common
receiver will request all the cognitive users to perform spec-
trum sensing again. Let β0 and β1 denote the probability of
fail sensing under hypothesis H0 and H1, respectively. Then,

β0 � P{K = 0|H0} = (F (λ2) − F (λ1))N , (9)

β1 � P{K = 0|H1} = (G(λ2) −G(λ1))N . (10)

Obviously, β0 = ∆N
0 and β1 = ∆N

1 . When there is no fail
sensing, i.e., K ≥ 1, the false alarm probability Qf , the
detection probability Qd, and the missing probability Qm will
be given as follows

Qf = P{H = 1,K ≥ 1|H0}
= P{K ≥ 1|H0}P{H = 1|H0,K ≥ 1}
= (1 − β0)(1 − PA), (11)

Qd = P{H = 1,K ≥ 1|H1}
= P{K ≥ 1|H1}P{H = 1|H1,K ≥ 1}
= (1 − β1)(1 − PB), (12)

Qm = P{H = 0,K ≥ 1|H1} = 1 − β1 −Qd, (13)

where PA = P{H = 0|H0,K ≥ 1} and PB = P{H =
0|H1,K ≥ 1}. In the following, we will only focus on the
calculation of PA and PB for both perfect and imperfect
reporting channels, respectively.

A. Perfect Reporting Channel

If the channels between the cognitive users and the common
receiver are perfect, the local decisions will be reported
without any error. In this case, PA = P{H = 0|H0,K ≥ 1}
characterizes the probability of the event that under hypothesis
H0, all the K users claim H0 and other N −K users make
no local decisions. Then,

PA =
N∑

K=1

(
N

K

)
F (λ1)K(F (λ2) − F (λ1))N−K

=
N∑

K=0

(
N

K

)
F (λ1)K(F (λ2) − F (λ1))N−K

−(F (λ2) − F (λ1))N

= F (λ2)N − β0. (14)

Likewise, we will have

PB = G(λ2)N − β1. (15)

By substituting (14) and (15) into (11) and (12), we will
obtain the false alarm probability Qf , the detection probability
Qd and the missing probability Qm for cooperative spectrum
sensing, respectively.

It can be observed that when β0 = 0, the performance in
our proposed method will become the same as that of the
conventional method. Note that 0 ≤ F (λ) ≤ 1 and F (λ)
is a monotone increasing function since it is the CDF of λ.

Furthermore, since F (λ2) − F (λ1) = ∆0, it can be known
that ∆0 ≤ F (λ2) ≤ 1. Therefore, for a given β0, from (11)
and (14), we can notice that Qf is upper bounded by Q̄f and
lower bounded by Q

f
where

Q̄f = lim
F (λ2)→∆0

Qf = 1 − β0,

Q
f

= lim
F (λ2)→1

Qf = β0(1 − β0). (16)

However, for a fixed ∆0, when the number of cognitive users
is very large, the bound of Qf can be neglected because β0 =
�N

0 and β1 = �N
1 are extremely small for a very large N .

B. Imperfect Reporting Channel

It is not realistic that the reporting channel between the
cognitive user and the common receiver is assumed to be
perfect since it is usually subject to fading [14]. Due to
the reporting error introduced by the imperfect channel, the
reported local decisions should be firstly decoded in the
common receiver before the final decision is made. Let Pe,i

denote the reporting error between the ith cognitive user and
the common receiver, for i = 1, · · · ,K. For simplicity, we
assume that all the reporting channels are independent and
identical, i.e., Pe,i = Pe. At the common receiver, the local
decision will be recovered as 0 in two cases: a), the cognitive
user transmits H0 and the it is decoded as H0; b), the cognitive
user transmits H1 while the it is decoded as H0 because of the
reporting error. Therefore, the probability PA can be obtained
as follows:

PA =
N∑

K=1

(
N

K

)
(F (λ2) − F (λ1))N−K

×((1 − Pe)F (λ1) + Pe(1 − F (λ2)))K

= (F (λ2) + Pe(1 − F (λ2) − F (λ1)))N − β0.(17)

Likewise, PB can be given by

PB = (G(λ2) + Pe(1 −G(λ2) −G(λ1)))N − β1.(18)

By substituting (17) and (18) into (11) and (12), we will
obtain the false alarm probability Qf , the detection probability
Qd and the missing probability Qm for imperfect reporting
channel, respectively.

In the special case when the reporting error Pe = 0, (17)
and (18) will be equivalent to (14) and (15), respectively.

Due to the existence of reporting errors, the sensing perfor-
mance is decreased compared with that in the perfect channel.
We can also observe that Qf has some fixed bound values,
namely, upper bound Q̄f and lower bound Q

f
, which can be

expressed as

Q̄f = (1 − β0)(1 + β0 − ( N
√
β0 + Pe − Pe

N
√
β0)N ),

Q
f

= (1 − β0)(1 + β0 − (1 − Pe + Pe
N
√
β0)N ). (19)
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Fig. 2. The performance of the normalized average number of sensing bits,
K̄ vs. Qf , N = 10, β0 = 0, 0, 001, 0.01, 0.1 and SNR=10 dB.

IV. SIMULATION RESULTS

Simulation results are presented in this section to demon-
strate the performance of cooperative spectrum sensing under
bandwidth constraints. The results of the conventional method,
i.e., β0 = 0, are also shown for a comparison. We assume
that there are ten users in the system and the average SNR
between the primary user and any cognitive user is 10 dB. We
use P0 = 0.5.

Fig. 2 shows the decrease of the normalized transmission
bits in the perfect reporting channel for different values of
fail sensing, β0 = 0, 0.001, 0.01, 0.1. It can be observed that,
compared with the conventional method, i.e., β0 = 0, the false
alarm probability Qf is upper bounded and lower bounded
which has been discussed in Section III. For example, when
β0 = 0.01, we can see that the upper and lower bound of Qf

are 0.99 and 0.0099, respectively, which justifies the analysis
of Section III. The false alarm probability Qf is bounded
because of the fail sensing and based on (9), one can find that
the loss of Qf is caused by the large “No Decision” region
which is �0 = N

√
β0 = 0.6310, for β0 = 0.01. However, the

number of sensing bits is dramatically decreased, by at least
40%, compared with conventional method, where β0 = 0.
Furthermore, the reduction becomes larger when β0 is larger.
We can also notice that, when Qf → Q̄f and Qf → Q

f
,

K̄ goes to some fixed values for a particular β0. This can be
explained as follows:

lim
Qf→Q̄f

K̄ = lim
F (λ2)→∆0

K̄

= 1 − P0
N
√
β0 − P1G(F−1( N

√
β0)), (20)

lim
Qf→Q

f

K̄ = lim
F (λ2)→1

K̄

= 1 − P0
N
√
β0 − P1(1 −G(F−1(1 − N

√
β0)))

(21)
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Fig. 3. Complementary receiver operating characteristic performance (Qm

vs. Qf ) of cooperative spectrum sensing, N = 10, ∆0 = 0, 0, 1, 0.2, 0.3
and SNR=10 dB.
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Fig. 4. The performance of the normalized average number of sensing bits,
K̄ vs. Qf , N = 10, ∆0 = 0, 0, 1, 0.2, 0.3 and SNR=10 dB.

where F−1(λ) is the inverse function of F (λ).
Fig. 3 illustrates the complementary receiver operating char-

acteristic performance (Qm vs. Qf ) of cooperative spectrum
sensing, for different values of �0, �0 = 0, 0.1, 0.2, 0.3. It
can be seen that the four curves are almost the same which
means there is very little performance loss of spectrum sensing
between our method and conventional method. This is because,
in this case, the probability of fail sensing, i.e., β0 = ∆10

0 and
β1 = ∆10

1 are extremely small.
Fig. 4 depicts the normalized average number of sensing bits

in terms of Qf , i.e., K̄ vs. Qf , for �0 = 0, 0.1, 0.2, 0.3. We
can notice that, there is a significant decrease of the normalized
average transmission bit in comparison with �0 = 0. For
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Fig. 5. Qm vs. K̄ in perfect reporting channels, for Qf =
0.0005, 0.001, 0.005, N = 10, SNR=10 dB.
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Fig. 6. Qm vs. K̄ in imperfect reporting channels, for Qf =
0.0005, 0.001, 0.005, N = 10, SNR=10 dB and Pe = 10−5.

example, when Qf = 0.01, almost 20% and 40% reduction
can be obtained for ∆0 = 0.1 and ∆0 = 0.3, respectively.
Besides, for the same Qf , the decrease will become larger
with the increase of ∆0.

Fig. 5 shows the tradeoff between the spectrum sens-
ing performance and the average number of sensing bits,
i.e., Qm vs. K̄, for given false alarm probability, Qf =
0.0005, 0.001, 0.005, respectively. It can be observed that, for
a fixed false alarm probability, the missing probability Qm

changes a little when K̄ varies from 0.5 to 1, which means
that we can achieve a large reduction of number of sensing
bits at a very little expense of performance loss.

Fig. 6 is simulated to show Qm vs. K̄ in imperfect re-
porting channel, for the given false alarm probability, Qf =

0.0005, 0.001, 0.005. The reporting error is assumed to be
Pe = 10−5. We can also observe that for a fixed false alarm
probability Qf , compared with the conventional method, i.e.,
when K̄ = 1, there is a very little loss of the missing
probability Qm while the normalized average number of
sensing bits decrease greatly.

V. CONCLUSION

Cooperative spectrum sensing for cognitive radio systems
has been studied under bandwidth constraints in this paper. To
decrease the average number of sensing bits to the common
receiver, a censoring method was developed. Analytical per-
formance results of the proposed cooperative spectrum sensing
method under bandwidth constraints were studied for both
perfect reporting channels and imperfect reporting channels.
In addition, the normalized average number of sensing bits
has been derived. Simulation results showed a great decrease
of the average number of sensing bits to the common receiver
at the expense of a little performance loss.
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